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Ab initio calculation of binding and diffusion of a Ga adatom on the GaAs„001…-c„434… surface
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We have investigated the diffusive behavior of a single Ga adatom on the GaAs(100)-c(434) surface by
means of the local-density approximation and the all-electron projector augmented wave~PAW! method. The
ground-state geometry of the GaAs(100)-c(434) surface is determined using PAW and is found to agree with
experiment and previous calculations. The binding energy for a lone Ga adatom on this reconstruction is
calculated as a function of surface position. Based on these data we have identified three relatively stable
adsorption sites. In order of increasing energy these sites are site 1 at the center of the missing dimer position;
site 2 between the dimer rows and adjacent to a center dimer; and site 3 between the dimer rows, adjacent to
an edge dimer. The surface diffusion activation energies have also been identified; the smallest is 0.14 eV for
the 3→2 transition, and the largest is 0.45 eV for 2→3. Kinetic Monte Carlo simulations incorporating these
data indicate that diffusion on this surface takes place primarily through diffusion pathways that pass through
the strongest binding site~site 1!. This site effectively controls diffusion in directions both parallel and
perpendicular to the dimer rows.@S0163-1829~98!07627-9#
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I. INTRODUCTION

We present the results of anab initio investigation of the
behavior of an adatom on a semiconductor surface. M
specifically, we compute the energetics of the diffusion o
lone Ga adatom on the GaAs(100)-c(434) reconstructed
surface. From a practical perspective, as the dimension
semiconductor devices continually decrease, the need f
better understanding of the processes that occur on surf
during device growth becomes increasingly acute. In part
lar, detailed knowledge of surface diffusion processes on
c(434) surface reconstruction relates directly to the ma
facture of nonstoichiometric GaAs films.

In recent years, in an effort to guide the development
thin-film growth technology, a number of groups have ma
theoretical studies of vapor phase epitaxy.1 Unfortunately,
most current models require the knowledge of a large nu
ber of input parameters whose precise values are difficu
determine via experiment. For example, lattice Monte Ca2

simulations require that the desorption, adsorption, and
face diffusion energetics be understood at the atomic lev3

However, the values of the relevant activation energies
generally not known accurately. In the absence of good
perimental data, Monte Carlo theorists often resort to rou
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approximations designed to produce a final simulation tha
in reasonable agreement with the known growth morph
ogy. As a result, current lattice Monte Carlo simulation pr
grams are more useful as qualitative guides than as quan
tive predictors.2,4 On the other hand, Monte Carlo techniqu
are capable of modeling, however imprecisely, t
molecular-beam epitaxy~MBE! deposition of several com
plete monolayers. If the relevant kinetic Monte Carlo para
eters could be determined, then a well-constructed kin
Monte Carlo algorithm would yield quantitative accuracy.

One of the purposes of this study is to expand the pre
tive capabilities of kinetic Monte Carlo simulations by usin
ab initio techniques to generate diffusion parameters. Sev
groups have conducted similar calculations for t
Si(001)-(231) and the GaAs(001)-(234) reconstructed
surface.5 Unfortunately,ab initio simulations, while capable
of high accuracy, are so computationally demanding t
only simulations involving rather small systems~on the order
of 100 atoms! over very small times~a few picoseconds! are
currently feasible. Here we do not attempt an actual simu
tion of growth but instead calculate the self-consistent pot
tial energy surface for a single isolated adatom. An analy
of this data will yield the diffusion activation barriers for th
dilute ~low adatom concentration! case.
1499 © 1998 The American Physical Society
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II. DETAILS OF THE CALCULATIONS

All ab initio calculations in this study were done using t
projector augmented wave~PAW! method.6 The PAW
method is a new formalism that combines features of b
the augmentation methods@e.g., linear augmented plan
wave ~LAPW! ~Refs. 7 and 8!# and the pseudopotentia
method.9 Like the LAPW method, the PAW method uses
mixed basis set incorporating both plane waves and ato
wave functions. However, unlike the LAPW method, t
PAW basis set includes an additional set ofpseudoatomic
wave functions, which are the solutions of Schro¨dinger’s
equation for apseudizedatomic potential. The use of atomi
wave functions in the basis set allows us to deal natur
with d and f orbitals, while the pseudo-atomic wave fun
tions provide a convenient mathematical bridge between
plane waves and the atomic wave functions. PAW is imp
mented in the context of standard density-functional the
and uses the local-density approximation. The exchan
correlation potential is approximated by the Perdew-Zun
parameterization of Ceperly and Adler’s data.10 The
Car-Parrinello11–14 molecular dynamics algorithm is used
determine the electronic structure and ionic geometry. F
ther details of the PAW method can be found in Ref. 6.

Although the PAW method is a fairly recent innovatio
the method has been used successfully in a numbe
studies.15–18 Additionally, a recent comparison study co
cluded that the structural properties of several representa
covalent, ionic, and metallic materials were calcula
equally well by the PAW, LAPW, and pseudopotent
methods.19 In order to test the reliability of the particula
gallium and arsenic basis set parameters used in our st
we calculated both the equilibrium lattice constant for bu
GaAs and the ground-state geometry of the Ga
(001)-c(232) reconstructions. In both cases, the agreem
with the available experimental and theoretical data
good.20–22

The first step in the surface calculations is the determ
tion of the electronic structure of the initial geometry. On
this has been done, the atoms are released from their fi
positions and allowed to move under the influence of theab
initio calculated forces. In all cases, the iteration time s
was 10 atomic units~0.24 fs!. Initially, an automatic anneal
ing routine is used to optimize the geometry. If the to
energy of the system increases during the simulation t
this annealing routine turns on a large effective frictio
When the total energy starts to decrease, a small amou
friction is applied and this amount is reduced after each s
cessive iteration during which the total energy decrea
This run ends automatically when the total energy chan
by no more than 1025 hartree over 10 iterations. After th
automatic annealing procedure has finished, a zero-fric
run is conducted for a total of 1000 atomic time units~24 fs
or 100 iterations!. The purpose of this zero-friction run is t
verify that the automatic annealing procedure has
stopped the simulation prematurely. In general, if the to
energy shows a variation of less than an energy converg
criterion dE during a zero-friction run, then the total energ
is considered to be converged. In most cases,dE is set to 1
mH. However, during particularly critical calculations~such
as the determination of the total energy when a Ga adato
h
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at a binding site or at a saddle point between binding sit!,
dE is set to 0.01 mH.23 If the energy fluctuations during a
zero-friction run are greater thandE, then the simulation is
started up again, this time with a small constant friction. T
low-friction simulation is allowed to continue until the fluc
tuations in the total energy settle down to less thandE. A
further zero-friction run follows, and this low-friction/zero
friction procedure repeats until convergence is confirmed
some especially difficult cases, the total simulation time h
exceeded 1000 iterations. As a final check on converge
the forces at the end of the simulations were examine24

Ground-state geometries for the surface-adatom system w
the Ga adatom was at a binding site or at a saddle p
exhibited residual forces of less than 0.02 eV/Å.

The geometry of GaAs(001)-c(434) structure is shown
in Fig. 1. The plane-wave cutoff for the wave functions is
Ry. Thek-point integration is performed using 4k-points in
the plane of the surface. Written in terms of the tw
dimensional~2D! reciprocal lattice vectors of thec(434)
surface unit cell, these points are~0,0!, ~1/2,1/2!, ~1/2,0!, and
~0,1/2!. Table I gives convergence data with respect
vacuum spacing, slab thickness, plane-wave cutoff,
number ofk points for the GaAs(001)-c(434) structure.
Based on these data we estimated the error in the differe
between total energies of different structures to be on
order of 25 meV.

III. GaAs „100…-c„434… RECONSTRUCTED SURFACE

The GaAs(100)-c(434) surface was chosen for thi
study for three reasons. First, surfaces growing in
c(434) regime typically exhibit rough morphologies and d
not produce the reflection high-energy diffraction oscil
tions seen during the growth of smooth epitaxial layers. T
makes thec(434) surface a model candidate for the calc
lation of improved MBE simulation parameters.

Second, this reconstruction has an extremely high As c

FIG. 1. Top ~above! and side view~below! of the calculated
geometry of the GaAs~001!-c(434) surface. Two unit cells~each
bounded by a wide gray line! are shown for reference. The position
of the three calculated Ga bonding sites are indicated by the n
bered squares.
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TABLE I. Convergence tests for the calculation of the relative binding energies of a Ga adatom
GaAs~100!-c(434) with respect to the system size parameters: slab thickness, number ofk points, plane-
wave cutoff, and vacuum spacing between the superslabs. In the main calculation the parameters us
~1! 10 Ry plane-wave cutoff,~2! four k points,~3! vacuum spacing of 9.5 Å, and~4! four-layer-thick slab. In
terms of the 2D reciprocal lattice vectors of thec(434) cell, the four-k-point set is~0,0!, ~1/2,1/2!, ~1/2,0!,
and ~0,1/2!. The larger 16k-point set was obtained by quadrupling the area of the original unit cell. Ti
reversal symmetry reduces the original set of 16 to 10:~0,0!, ~0,1/4!, ~0,1/2!, ~1/4,0!, ~1/4,1/4!, ~1/4,1/2!,
~1/2,0!, ~1/2,1/4!, ~1/2,1/2!, and~1/4,-1/4!. DEb is the difference between the adatom binding energy at
different sites on the surface.d(DEb) is the change in the calculatedDEb that results from an increase in
given system size parameter.

k points Vacuum spacing Slab thickness Plane-wave cuto
4 per BZ→ 16 per BZ 6.9 Å→9.5 Å 4 layers→ 8 layers 10 Ry→ 20 Ry

d(DEb) 4 meV 4 meV 11 meV 21 meV
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tent. In fact, this reconstruction is known experimentally
occur only under conditions of high As overpressure.25,26

Films grown in this regime have an excess of 1–2 % As25

Such films have a couple of interesting properties.27,28 They
have very high resistivity, making them ideally suited as
substrate since this high resistance nearly eliminates inte
tion between neighboring devices. This allows for much
creased device density. Also, As-rich GaAs films have ex
lent crystallinity and good surface morphology so subsequ
GaAs layers of high quality can be grown on top of the
films. Thec(434) reconstruction is quite large. As a resu
the calculations provide a large-scale test of both the th
retical method~PAW! and of the robustness of its comput
implementation.

Our strategy for determining the diffusion characterist
of a Ga adatom on thec(434) surface is straightforward
We begin with a simple repeated slab~superslab! model
composed of a vacuum region and a few atomic layers
GaAs. Our particular unit cell is composed of five atom
layers of GaAs~eight atoms in each layer! capped on the top
by six As atoms and on the bottom by four Ga atoms. T
vacuum region is about 6 ML thick. The six As atoms on t
top of the slab form the three surface dimers seen in
c(434) reconstruction while the four Ga atoms on the b
tom side of the slab form the outermost layer of ac(232)
reconstructed surface. The non-polar and semiconduc
c(232) reconstruction is used to passivate the bottom s
of the slab. The total height of the unit cell~crystal slab and
vacuum layer! is 16.95 Å. The transverse lattice constan
are taken to be equal to the experimental bulk latt
constant.21

Such a unit-cell geometry will model the real surface a
curately only if the bottom and top surfaces do not inter
strongly with each other. This condition can usually be me
the bottom surface has the following characteristics. Fi
the surface should contain no partially filled bonding orb
als, which might result in hard-to-predict effects on the el
tronic structure of the complete structure. Second, the sur
must be nonpolar in order to lessen electrostatic interact
between surfaces. Thec(232) reconstruction satisfies bot
these conditions. In addition, it has the added feature that
a very shallow reconstruction; the atoms immediately be
this reconstructed surface are very close to their bulk e
librium positions.

The initial geometries for both thec(232) andc(434)
a
c-
-
l-
nt
e

o-

s

f

e

e
-

ng
e

e

-
t

if
t,
-
-
ce
ns

is

i-

reconstructions were taken from the available experime
and theoretical data. In the case of the GaAs~001!-c(232)
reconstruction, initial coordinates were supplied by Froyen22

For the GaAs~001!-c(434) reconstruction, the STM data o
Biegelsenet al.25 was used as a rough guide for the initi
geometry.

Prior to the main series of simulations, we first optimi
the geometry of the terminating GaAs~001!-c(232) surface,
in a separate series of calculations. The initial geometry
these simulations is a seven layer slab capped on both s
by an initial guess for the geometry of thec(232) recon-
struction. The total height of the~slab!1~vacuum layer! is
14.125 Å. The transverse lattice constants are taken to be
bulk lattice constant. Once the electronic ground state
been calculated for the initial geometry, all atoms in th
system are allowed to relax to their ground state positio
Once determined, this optimizedc(232) geometry is
grafted onto the bottom surface of the unit cell used in
main series of calculations. In the main series of simulatio
the 12 atoms~1 ML of As and 1

2 ML of Ga! in the
c(232) terminating surface are held fixed in their equili
rium positions. The geometry of the GaAs~001!-c(434) re-
construction is calculated using the same techniques as t
for the terminating GaAs~001!-c(232) reconstruction.

Next, an adatom is introduced at a position (x,y) above
the surface. Within the constraint that the (x,y) coordinates
of the adatom be held fixed, all atoms except those in
terminating c(232) layer are allowed to settle into the
equilibrium positions. By repeating this procedure for
points within the real-space irreducible zone of the surfa
we map out the total energy of the structure as a function
adatom position:Eadatom(x,y). The 41 points in the sampling
grid form a rectangular grid with a spacing of slightly le
than 1 Å. The principal results of ourab initio calculations
are shown in Fig. 2. The energy surface shown is a cu
spline fit to the original data. The density of points on t
interpolated map is nine times the density of the origin
map. The interpolation is constrained so that coincid
(x,y) points on the original and interpolated maps have
same energy value.

Of course, the true minima of the potential energy surfa
do not in general fall on the original grid points. To produ
the correct binding energies and sites, we placed the ada
near the suspected binding sites and let it relax unc
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FIG. 2. ~Color! The energy of a Ga adatom o
the GaAs~001!-c(434) reconstructed surface a
a function of position. We investigated the beha
ior of an isolated Ga adatom on the GaAs~001!-
c(434) surface. Shown below is a schemat
diagram of a GaAs~001!-c(434) unit cell. In
this diagram the larger atoms are closer to t
surface. The diagram above shows the poten
energy of a Ga adatom as a function of positi
on the surface. The contour lines on the thre
dimensional rendering correspond to those on
two-dimensional~color-coded! contour graph be-
low. The interval between contour lines is 5
meV. The location of the bonding sites can b
deduced directly from this diagram. The bondin
sites are labeled in order of decreasing bo
strength. The most favorable bonding site~site 1!
is located at the corners of the unit cell. Activa
tion barriers to diffusion can be determined fro
this graph.
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strained. The resultant sites are indicated in Fig. 1. W
respect to the energy of a system composed of the sur
plus anisolatedGa atom, the energy of the surface-adato
system when the adatom is bound at site 1 is (Eadatom5
23.04 eV!. Site 1 is at the center of the missing dimer p
sition. The energy at site 2~between the dimer rows an
adjacent to a center dimer! is Eadatom522.85 eV. The energy
at site 3~between the dimer rows and adjacent to an e
dimer! is Eadatom522.54 eV. the energies of the sadd
h
ce

-

e

points between the binding sites. The saddle pointa, be-
tween sites 1 and 2, has an energy ofEadatom522.70 eV.
The saddle pointb, between sites 2 and 3, has an energy
Eadatom522.40 eV.

IV. MONTE CARLO ANALYSIS

In principle, the energy surfaceEadatom(x,y) contains all
the important physics of surface diffusion. A simple analy
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of such an energy surface yields the surface diffusion act
tion energies. These energies are simply defined as the
ference between an energy minimum~a bonding energy! and
a neighboring saddle point. Once determined, the activa
energies can serve as input data for a kinetic Monte C
simulation, which in turn can produce effective diffusion c
efficients and/or effective migration velocities. The kine
Monte Carlo model makes two key assumptions. First, i
assumed that thermal equilibrium exists between the ada
and the underlying surface, and second, that microscopic
versibility ~the principle of detailed balance! holds.2 In
Monte Carlo the migration of an adatom is modeled a
discrete site to site hopping process in which the rate fo
hop from a given initial sitei over a potential barrier to a
final site f is assumed to have the Arrhenius form

r i , f5n0e2DEi , f /kT.

HereDEi , f is the activation energy, i.e., the difference of t
relative binding energies at the initial siteEi and the binding
energyEsaddle

i , f at the saddle point between the initial statei
and the final statef . The attempt frequenciesn0 are, accord-
ing to transition state theory, related to the phonon mode
the binding sites and at the saddle points; however, it’s co
putationally expensive to calculate these attempt frequen
from first principles.29 Because the relevant phonon mod
are not expected to vary much from site to site while
exponential terme2DEi , f /kT can easily vary by several orde
of magnitude, we can approximate the attempt frequenc
a site-independent constant without fear of losing the ba
physics of the system. In this work we use Vvedensk
harmonic oscillator approximation for the attempt frequen
n052kT/h, wherek is Boltzmann’s constant,h is Planck’s
constant, andT is the temperature in kelvin.30 At 473 K this
formula yieldsn0'231013 s21. Most kinetic Monte Carlo
models for surface diffusion and/or growth use similar si
independent approximations for the attempt frequencies.2

Table II shows the activation energies for the transitio
from bonding site to bonding site. Using these data, we ra
kinetic Monte Carlo2 simulation and have determined th
adatom diffusion coefficients in directions parallel and p

TABLE II. Activation energies,DEi , f , and hop rates,r i , f , for
the transitions from bonding sitei to bonding sitef . The activation
energyDEi , f is the difference between the binding energy at
initial site Ei and the binding energyEsaddle

i , f at the saddle point
between the initial and final sites:DEi , f5Esaddle

i , f 2Ei . SinceEi is
generally not equal toEf , the activation energy for a hop from sit
i to site f is generally not equal to the activation energy for the h
going the other way. This explains whyDE1,2 is not equal toDE2,1.
Hops from site 1 to site 3 and vice versa are excluded because
sites are not adjacent. Parameters for Monte Carlo simulations u
Vvedensky’s harmonic oscillator approximation (n052kT/h) are
shown.

Hop Activation energy Hop rate in units of 109 s21

i→ f DEi , f ~eV! r i , f5n0e2DEi , f /kT

1→2 0.33 5.4
2→1 0.15 510
2→3 0.45 0.33
3→2 0.15 540
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pendicular to the dimer rows. In the algorithm used here
assume that the Ga adatom sits in one of the three sites
or 3, as specified above. The adatom can only make th
hops specified in Table II. In our simulations, we chose
temperature consistent with that used in the low-tempera
growth of GaAs: 473 K. Figure 3 shows the results of
kinetic Monte Carlo run performed usingn052kT/h. These
results indicate that Ga adatom diffusion on this surface
473 K is essentially symmetric with a diffusion coefficie
D i51.6631028 cm2/s for motion parallel to the dimeriza
tion direction andD'51.7431028 cm2/s perpendicular to
the dimerization direction. The apparent symmetry of diff
sion is somewhat surprising considering the signific
asymmetry of the original Ga adatom potential energy m
However, a close examination of the routes for parallel a
perpendicular diffusion yields the explanation. If an adato
is to hop from a site of type 1 to any of the four neare
neighbor type 1 sites, it must first execute the three hop
→2→3→2. However, having arrived at site 2, the adato
can either go to site 1 or site 3. Since the 2→1 barrier is
about 1/3 the height of the the 2→3 barrier, at 473 K the
adatom is about 1500 times more likely to hop into site
~the hopping rates arer 2,155103109 s21 and r 2,3
50.333109 s21). And since the path between site 1 near
neighbors is at an angle of 45° to the dimer rows, the
quence 1→2→3→2→1 takes the adatom the same distan
both parallel and perpendicular to the dimer rows. The re
is isotropic diffusion despite the anisotropic Ga adatom
ergy map.

It’s important to note that the absolute values of the c
culated diffusion coefficients are not expected to be parti
larly accurate due to the uncertainty of some of the unde
ing assumptions used in the kinetic Monte Carlo simulati
e.g., the use of site-independent attempt frequencies obta

ese
ng

FIG. 3. Plot of mean squared displacement of the Ga adatom
time. The results of our kinetic Monte Carlo simulations are show
The mean squared displacement~averaged over 2000 runs! is
shown as a function of time. The diffusion coefficient is equal to
slope of the linear fits to the data~dotted lines! divided by 2d (d
being the dimension of system!. Note that the diffusion coefficien
in the direction perpendicular to the dimer rowsD' is very close to
the value for the diffusion coefficient in the direction parallel to t
dimer rowsD i .
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using Vvedensky’s harmonic oscillator approximation30

However, since the physics of the Ga adatom diffusion d
not depend sensitively on the details of our Monte Ca
model, this should not have much of an effect on the ba
diffusion mechanism. Whatever reasonable approximati
are used, the dominant diffusion pathways will continue
pass through site 1 due to the large ratio betweenr 2,1 and
r 2,3, and for this reason diffusion will remain essentia
isotropic.

V. CONCLUSION

We performed a large-scaleab initio investigation of Ga
adatom diffusion on the GaAs~100!-c(434) surface. The
result of this calculation is a potential energy map for the
adatom over the whole surface. At first glance, this surf
seemed to indicate that the Ga diffusion should be hig
anisotropic, with the Ga adatoms freely traveling in t
trough between the dimer rows but being hindered by la
potential barriers and deep wells in the pathway through
missing dimer row. However, a kinetic Monte Carlo simu
st
s.
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tion using our calculated data showed that this is not
case. In actuality, the Ga adatom is much more likely to
into the well at site 1 than to continue along the trou
between the dimer rows. As a result, Ga adatom diffusion
this surface is surprisingly isotropic.
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